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ABSTRACT

This paper analyzes data from an investigation of a majority bargaining experiment. A learning model is proposed to account for the evolution of play in this experiment. It is also suggested that an adjustment must be made to account for the panel structure of the data. Such adjustments have been used in other fields and are known to be important as unadjusted standard errors may be severely biased downward. These results indicate that this adjustment also has an important effect in this application. Furthermore, an efficient estimator that takes into account heterogeneity across players is proposed. A unique learning model to account for the paths of play under two different amendment rules cannot be rejected with the standard estimator with adjusted standard errors, however it can be rejected using the efficient estimator. The data and the estimated learning model suggest that after proposing “fair” divisions, subjects adapt and their proposals change rapidly in the treatment where uneven proposals are almost always accepted. Their beliefs in the estimated learning model are influenced by more than just the most recent outcomes.
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1. Introduction

Bargaining is clearly a central issue in economics, but it is also very important in both political science and psychology. As a result, it is a topic where research has been shared across disciplines and has, for instance, been at the root of some key papers in behavioral economics, where experimental methods have served as an important tool in the development of concepts such as other-regarding preferences (Bolton and Ockenfels, 2000; Fehr and Schmidt, 1999; Charness and Rabin, 2002) and learning (Roth and Erev, 1995; Cooper et al., 1997; Camerer and Ho, 1999). The basic bilateral bargaining model of Rubinstein (1982) was extended to a multilateral setting by Baron and Ferejohn (1989) with the goal of modeling legislative bargaining. Since then the model has been used to study many aspects of politics and is cited in countless papers. According to Persson and Tabellini (2000): “The model has since become one of the workhorse models in the rational choice approach to US congressional politics.” (Persson and Tabellini, 2000, p. 110.)

Of course, a multilateral bargaining model is of interest to economists. Some of the recent applications and developments of the model in economics include theoretical work on the division of a stochastic amount of money (Eraslan and Merlo, 2002), and applied work on the effect of representation on the economic growth of states (Levitt and Poterba, 1999).

In both political science and economics there have been empirical tests of the theory with mixed results (for instance Warwick and Druckman (2001), Knight (2002) and Ansolabehere et al. (2005)). Some find support for the existence of proposer power, while others find that distributions of payoffs, contrary to what theory suggests, seem to be proportional to the number of votes controlled. Clearly, there are many factors that make field data difficult to analyze. Experimental methods have a distinct advantage by allowing the researcher to vary only the amendment rules. They can also eliminate problems such as the varying importance or salience of different portfolios of ministries that arise in studying coalition governments (Warwick and Druckman, 2001), repeated play effects, the effects of the selection rule (Fréchette et al., 2005b), and varying bargaining power (Fréchette et al., 2005a).

This paper reports results from an experiment testing the comparative static predictions between two amendment rules: closed and open. When studying the Baron and Ferejohn model of legislative bargaining, Fréchette et al. (2003) found that although qualitative predictions of the model were supported, the stationary subgame perfect equilibrium point predictions tended to be off the mark. Subjects’ behavior evolved very rapidly in a way that suggests adaptive behavior. This paper uses that same data to explain the evolution of proposals by an adaptive learning model. The focus of this paper is the process by which proposals for the division of the money evolve, thus it will be of very little relevance to political economy, and focuses on learning and the estimation problem. It explains the evolution of behavior by using a belief

---

1 Many other papers precede Baron and Ferejohn (1989) but give us information about the model’s performance in field data, for instance Browne and Franklin (1973).
based learning model. Furthermore, it is shown that one cannot reject the hypothesis of a unified model explaining the data from the two different games using a typical estimator while adjusting the variance of the estimates to account for the panel nature of the data. On the other hand, when a more efficient estimator that directly accounts for heterogeneity in the data is used, this hypothesis can be rejected. These two observations point to the importance of taking into account the panel structure of the data, both for the purpose of hypothesis testing and for the estimation of parameters.

The Baron and Ferejohn model is a “divide the dollar” game with more than two players and a majority voting rule. The experiment explores a closed and an open rule setting. The data from the experiment show that subjects under both treatments generally behave the same, offering an almost equal split of the pie to all subjects. However, under the closed rule, they move toward a situation where 2\(\frac{n-1}{2}\) subjects are excluded from the benefits, and the proposer keeps a greater share of the pie for herself. On the other hand, at the end of the open rule sessions, about half of the proposals distribute money to all subjects, while the other half excludes fewer than 2\(\frac{n-1}{2}\) members from benefits. For example, although nobody gave zero to another subject in election 1 of the closed rule, by election 15 nearly 50% of all offers gave nothing to 2 out of 5 members. In contrast, under the open rule, there were no offers in election 15 giving nothing to 2 members.

The end-of-session behavior is vastly different from actions at the beginning. This result is quite striking considering the fact that the experiments only lasted fifteen elections. The average share the proposer takes for herself under the closed rule almost doubles between election 1 and election 15.

Using the standard approach to estimating learning where one treats repeated observations as independent, one can reject the hypothesis that a single learning model explains the evolution in both closed and open rule games. Such a result is consistent with most evidence from previous studies which shows that data should not be pooled across games. However, since estimation of learning models employs panel data, it is likely that observations across periods for a given individual are correlated in a way that is not accounted for by the learning model. In ignoring the fact that one has repeated measures for an individual when performing estimation, it is often the case that standard errors are biased downward. Since the variance-covariance matrix is adjusted to account for correlation across observations for a given individual, the hypothesis that both games can be explained by the same learning model cannot be rejected. Adjustments of this sort have, to my knowledge, never been performed when estimating learning models and may account for the common finding that parameter estimates are not stable across similar games (Stahl, 1996; Camerer and Ho, 1999; Erev and Haruvy, 2001). Previous estimation of learning models have varied the specific dynamics estimated but also details of the estimation, especially how the priors are obtained. The effects of the adjustment to the variance-covariance matrix proposed here is shown to be robust to a few different specifications of the priors. On the other hand, the results of the key hypothesis tests are affected if heterogeneity in priors is incorporated in the estimator. A more efficient estimator proposed in this paper, which takes the heterogeneity across subjects directly into account, leads to the opposite conclusion, namely that the hypothesis of a common learning model can be rejected. Hence, the results highlight the fact that this type of adjustment of the variance-covariance matrix can have an important impact on the power of tests. However, the relatively high rates of type I error that will be observed in simulations using the more efficient estimator also point to the difficulties inherent in using experimental data, in which samples tend to be relatively small.

The paper proceeds as follows. First, the model on which this experiment is based is presented, followed by the experimental design, and the experimental results. Then the learning model, the estimation method, and the estimation of the variance-covariance matrix is described. This is followed by an explanation of the simplifications of the model that are made for estimation purposes. Results are presented and more specifically, it is shown that one cannot reject the hypothesis that both closed and open rules result from the same learning process after the variance-covariance is appropriately adjusted. Finally, an estimator that allows for heterogeneous priors is proposed, and estimates are presented, followed by simulation results about the performance of the different estimators.

2. Theoretical model and predictions

The Baron–Ferejohn (BF, 1989) model is in essence a “divide the dollar” game where proposals are approved by majority rule. It is intended to reflect a legislative setting. Four elements define a legislature: \(n\) members, a recognition rule, an amendment rule, and a voting rule. Members of the legislature have risk-neutral preferences and derive utility solely from benefits allocated to their district. Finally, there is perfect information – all actions are observable – and also there is common knowledge of preferences and legislative rules. Both the recognition rule and the amendment rule are assumed to select a person at random.

At the beginning of an election, each member \(i\) has a probability \(p_i = 1/n\) of being recognized, and if recognized, makes a proposal specifying how benefits will be distributed. A proposal \(x\) is a distribution \(x = (x_1, ..., x_n)\) such that \(\sum_{j=1}^{n} x_j \leq 1\) where \(x_j\) is the share that \(i\) allocates to voter \(j\). This proposal is then the motion on the floor. The status quo corresponds to no allocation of benefits, \(x = (0, ..., 0)\).

Under a closed amendment rule the motion is voted on immediately (against the status quo). If the proposal is approved, the legislature adjourns. If it is not approved, the amount of benefits to be divided is discounted, and the legislature moves to the next round and the process repeats itself.

Under an open rule, a member \(j\) is selected with probability \(p_j = \frac{1}{n-1}\) after a member \((i)\) has been recognized and made a proposal. This member can accept the motion on the floor, in which case it is voted on. If the motion on the floor is approved, the legislature adjourns. Otherwise the benefits are discounted, the game moves to the next round, and the process repeats itself. If the motion is amended (by \(j\), the newly selected member \((j)\) proposes an alternative distribution of benefits, and the legislature votes between the two proposals. The winning proposal becomes the motion on the floor; the benefits are discounted; and the legislature moves to the next round. The process repeats itself until an agreement is reached.

Preferences of member \(j\) are represented by the utility function \(u_j(k, t) = \rho^{t-1} x_j^k\) where \(t\) is the round in which the legislature adopts the distribution \(x\), and \(\rho \leq 1\) is the discount factor intended to reflect time preferences or capture the probability of re-election. The specific parameter values used in the experiment were: \(\rho = 0.8\) and \(n = 5\).

Because there are so many equilibria (including multiple subgame perfect equilibria), BF focus on stationary subgame perfect equilibria (SSPE). The SSPE predictions for the parameter values used in the experiment are presented in Table 1. The SSPE for the closed rule only includes a minimal winning coalition. To see this, suppose \(x\) is the smallest share one would accept to be in a
coalition. Then the proposal \((1 - 2x, x, x, 0, 0)\), where the first entry is the share to the proposer, maximizes the proposer’s utility since giving to a fourth member does not increase the probability of the proposal being accepted and only reduces the proposer’s share. Proposals are always accepted in round 1. The share that the proposer takes for herself depends on the number of members and the discount factor.

Unlike the open rule, not only does the number of members and the discount factor affect the distribution of shares, but it also affects the number of members included in the coalition. Given the parameters implemented, the SSPE for the open rule is also one with a minimal coalition. With a minimal winning coalition, since \(2^n - 1\) members are excluded from the coalition, these excluded members will amend it. Thus there is a 50% chance that a proposal will be accepted at every round. The positive probability of being included in a future coalition increases the continuation value of the game for the non-proposers, so that they need to be offered more in order to accept a proposal. This explains why the proposer keeps a smaller share of the pie in equilibrium.

3. Experimental design

Five subjects were recruited for each experimental session which consisted of fifteen elections. The amendment rule remained the same within a given experimental session but differed between sessions (four closed rule sessions and four open rule sessions). To minimize the possibility of any repeated play game effects, at the start of each election each of the five “legislators” were randomly assigned a new subject number. This subject number was known only to that individual legislator and changed across elections but not between rounds of a given election.

At the start of each election each subject filled out a proposal form for allocating $25.00 among the five voters by their subject numbers. Once the proposal forms were completed and collected, a roll of a five-sided die was used to determine which proposal would take the floor. This proposal, along with the subject number of the proposer, was posted on the blackboard for everyone to see.

In closed rule sessions, each subject would next complete a voting form indicating whether they accepted or rejected the proposed division. The voting forms were then collected and tabulated. If a simple majority accepted the proposal then the payoff was implemented and the election ended. If the proposal was rejected, each voter had the opportunity to propose a new division after applying the discount rate of 0.8 to the total benefits. (Discounting was done by the experimenters, with the total amount of money to be allocated in the next round posted on the blackboard.) Results were posted on the blackboard underneath each proposal. The blackboard contained information from the last several elections.

In an open rule session, after a proposal had been selected, each legislator completed a form either seconding or amending the standing proposal. When a voter chose to amend a proposal, she was required to propose an alternative distribution of benefits. Although these “seconding” forms were collected from everyone (to preserve the anonymity of the proposer), a roll of a four-sided die determined which legislator, other than the proposer, would be recognized to second or amend the standing proposal. If this legislator seconded the proposal, an election was held following the same procedures as in the closed rule sessions. If the legislator amended the proposal, the amended proposal was posted on the blackboard, along with the original proposal, and a run-off election was held. The winner of the run-off election was the standing proposal in the next round of the election. Benefits following a run-off election were subject to discounting, so that the shares in the standing proposal in the next round of the election were multiplied by 0.8. These shares where posted (in dollar amounts) along with the total amount of money to be allocated. Each open rule election continued in this way until a proposal was both seconded and approved by a simple majority.

Subjects were recruited through announcements in undergraduate classes and advertisements in student newspapers at the University of Pittsburgh and Carnegie Mellon University. This resulted in recruiting a broad cross section of graduate and undergraduate students from both campuses. At the end of each experimental session, four elections were randomly selected (by four rolls of a fifteen-sided die), with subjects paid the sum of their earnings in the four elections selected. Each subject also received a participation fee of $5.00.

In each session an additional subject was recruited to roll the dice. Having a subject roll the dice helps assure subjects that the outcomes are indeed randomly determined. This subject received a fixed fee of fifteen dollars.

In each session, practice elections were held first to familiarize subjects with the procedures and accounting rules. All experimental sessions were conducted using pencil and paper.

4. Experimental results

The main results are organized around three key observations:

Observation 1. The average share that proposers take for themselves increases dramatically under the closed rule but decreases slightly under the open rule.

Although behavior under both rules is very similar at the beginning, it diverges significantly by the end. Specifically, proposers in the closed rule take more for themselves by the end – an increase of almost 43% – whereas proposers take slightly less at election 15 than at election 1 under the open rule.

Observation 2. Although proposals at the beginning of the experiment involve supermajorities under both rules, the coalitions at the end are, more often than not, minimal winning coalitions under the closed rule.

The data reveal that under both treatments, when they first begin, the proposals almost always include all subjects in the coalition; this strategy will be referred to as the “almost even” (AE) strategy. As the sessions evolve, different patterns emerge under both treatments. In the closed rule, it steadily closes in on the equilibrium outcome of a minimal winning coalition in which two voters receive zero, or near zero allocations. The strategy which almost totally excludes two members will be referred to as the “almost double zero” (ADZ) strategy. For the last five elections, about 67% of the subjects play ADZ, and 29% play AE in round 1. For the open rule, we see a similar, though not nearly as pronounced, decline in the popularity of the AE strategy, but it is not replaced

---

Table 1

<table>
<thead>
<tr>
<th>Predictions</th>
<th>Closed rule</th>
<th>Open rule</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of voters receiving a positive payoff besides the proposer</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Number of voters receiving zero payoff</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>Share to the proposer (Amount – round 1)</td>
<td>0.68 ($17)</td>
<td>0.52 ($13)</td>
</tr>
<tr>
<td>Share to coalition members (Amount – round 1)</td>
<td>0.16 ($4)</td>
<td>0.24 ($6)</td>
</tr>
<tr>
<td>Probability of proposal being approved in the 1st round</td>
<td>1</td>
<td>0.5</td>
</tr>
</tbody>
</table>

4 The first session in each treatment had ten elections. Looking at the data from these sessions it was clear that behavior was still evolving, so we extended all subsequent sessions to fifteen elections.


6 The reader interested in more details is directed to Fréchette et al. (2003).
by the ADZ strategy. Rather, subjects make offers that almost exclusively include four members in the coalition; this strategy will be referred to as the “almost single zero” (ASZ) strategy. For the last five rounds 55% of subjects play ASZ, and 40% play even in round 1.\footnote{These numbers assume that giving somebody $3.00 or less is excluding him from the coalition. Note that most of these are much closer to zero than three and that no one votes in favor of such shares. Thus any proposal where the two lowest shares are $3.00 or less are counted as ADZ, and if only the lowest is $3.00 or less, it counts as ASZ. The even strategy includes all proposals where the lowest amount is greater than $3.00. Half of the ADZ offers actually gave exactly zero to two members and 49% of the ASZ offers gave zero to one member. Increasing the cutoff would have only a minor impact on the categorization. For instance, changing the cutoff share from 0.12 to 0.16 would not change any of the categorization for the closed rule data while it would increase the fraction of ADZ by one percentage point and decrease both the ASZ and AE by half of one percentage point.}

The evolution described above can be seen more readily by looking at the sum of the two smallest shares. The sum of the two smallest shares is an interesting statistic because in both treatments, the equilibrium prediction is that the sum of the two lowest amounts should be zero. \fig{fig1}{Sum of the two lowest amounts.}

Observation 3. \textit{Voting behavior does not change over time and is mostly determined by the share one is offered.}

One’s share seems to be the only robust factor of major importance. For instance, simply using the following rule, accept if my share is greater than or equal to 0.16, can explain 93% of the closed rule data and 96% of the open rule data. Clearly, there is very little room for anything else to matter besides share. This indicates that little is to be gained empirically from modeling learning on the voting side since voting behavior does not evolve over the course of the experiment. Furthermore, not doing so substantially simplifies the analysis.

5. Learning & estimation procedure

The learning model used in this paper is a two parameter, belief based learning model in the style of Cheung and Friedman (1997) which allows learning ranging from Cournot to fictitious play.\footnote{For more on belief based learning models, the interested reader is referred to Fudenberg and Levine (1999).} No attempt is made to determine whether this is the best model within the growing number of learning models available. It is, however, a fairly standard choice, and as will be seen, it performs well enough not to prompt looking for an alternative.\footnote{Other popular models include Experience-Weighted Attraction or EWA learning (Camerer and Ho, 1999) and reinforcement learning (Roth and Erev, 1995). This choice is not central to the argument that the estimator of the variance–covariance matrix should be adjusted. The adjustment that will be proposed would have similar effect on estimates from alternative learning models as long as the correlation across error terms is similar.} The model is described in detail below, using the following notation

\begin{itemize}
\item \textit{subject} : \(i \in \{1, \ldots, 5\}\)
\item \textit{proposals} : \(j \in J = \{1, \ldots, 9\}\)
\item \textit{vote} : \(v \in \{a, r\}\)
\item \textit{proposer} : \(P \in \{1, \ldots, 5\}\)
\end{itemize}

where \(a\) stands for accept and \(r\) stands for reject. The space of possible proposals is divided into nine representative proposal types, as explained later.

Throughout, utility is taken to equal monetary payoffs and consequently expected utility to equal expected monetary payoffs.\footnote{Cooper and Stockman (2002) show how fairness considerations might be relevant for learning models while Armantier (2006) shows how the evolution of play in ultimatum games with unequal endowments moves behavior away from the “fair”-divisions observed at the beginning of his experiments. In the case of the current experiment, fairness considerations of the type modeled by Bolton and Ockenfels (2000) or Fehr and Schmidt (1999) are not likely to be the driving force for proposal behavior since there is a movement away from “fair”-distributions of payoffs. Furthermore, this movement is not the result of efficiency considerations since the amount divided is unaffected by the distribution of shares. To see how efficiency might interact with fairness, see Charness and Rabin (2002). Note also that it is just as “easy” to make a “fair” offer in either treatment; if there exists an asymmetry from a fairness perspective, it is on the responder side.}
Subjects have beliefs about the probability of each proposal being accepted or rejected. These beliefs are represented by weights assigned to a proposal being accepted or rejected. Defining $1\{\cdot\}$ as an indicator function which takes on the value 1 if the statement inside the bracket is true and 0 otherwise, the weight assigned to the acceptance (rejection) of a proposal of type $j$ at time $t$ by subject $i$ is given by:

$$w_{ij}^c(t) = (1 - \delta) w_{ij}^{c - 1}(c) + 1 \{v = c \text{ and } Y_t^j = j\};$$

$$c \in [a, r]$$

where $c$ is a dummy variable for accepted ($a$) or rejected ($r$), $\delta$ is a forgetting parameter that will be described in more detail later, and $Y_t^j$ is the type of the proposal on the floor at time $t$ in subject's session. The weight assigned to the acceptance (rejection) of a proposal of type $j$ is equal to the weight assigned to its acceptance (rejection) in the previous round, multiplied by $(1 - \delta)$, to which you add 1 if the proposal on the floor this round was of type $j$ and was accepted (rejected) and 0 otherwise. The forgetting parameter $\delta = 0$ if all past actions have equal importance, and if $\delta = 1$, only the last period of play matters. The former is sometimes referred to as fictitious play while the latter is known as Cournot learning or Cournot adjustment. Note that in the open rule, the type of proposal which is selected in the run-off election (if there is one) has the weight tied to its acceptance updated by one, and the defeated strategy's weight of rejection is updated by one. The probability assigned to the acceptance of a proposal of type $j$ is the ratio of the weight put on it being accepted to the sum of the weight put on its acceptance and the weight put on its rejection; also known as the strength. Formally, subject $i$ assigns probability $\mu$ that a proposal of type $j$ will be accepted at time $t$:

$$\mu_{ij}(a) = \frac{w_{ij}^a(\alpha)}{w_{ij}^a(\alpha) + w_{ij}^r(\alpha)}.$$  

(2)

Subjects choose to propose a strategy of type $j$ if that strategy maximizes their subjective expected utility which is equal to the utility they derive from a proposal of type $j$, that is $u_j$, multiplied by the probability they assign to its acceptance at that time, $\mu_{ij}(a)$, plus the continuation value if that proposal is rejected, $C_t$, and plus an error term $\lambda \varepsilon_t^j$, where $\lambda$ is a scaling factor that will be described shortly. Thus, subject $i$ assigns to a proposal of type $j$ at time $t$, given his beliefs about the probability of acceptance of such a proposal, the subjective expected value

$$EU_t^j (j \mid \mu_{ij}) = u_j \mu_{ij}^a(\alpha) + C_t + \lambda \varepsilon_t^j.$$  

(3)

In what follows, it will be assumed that the continuation value $C$ is the same, at a given time and for a given individual, for all strategies, that is $C_t^j (j) = C_t^s (s)$ $\forall j$. Thus, without loss of generality, subjective expected utility can be treated simply as

$$EU_t^j (j \mid \mu_{ij}) = u_j \mu_{ij}^a(\alpha) + \lambda \varepsilon_t^j.$$  

(4)

For simplicity, $u_j \mu_t^a(\alpha)$ will be represented by $EU_t^j$. It is assumed that subjects choose $j$ such that $EU_t^j (j \mid \mu_{ij})$ is the greatest. The $\lambda$ parameter controls for the level of use of available information. If $\lambda \rightarrow \infty$ then all strategies are equally likely, and as $\lambda \rightarrow 0$, the model approaches its deterministic version. Thus, if $EU_t^j - EU_t^k$ is re-written as $EU_t^j - EU_t^k$, the probability that alternative $j$ is selected at time $t$ by subject $i$, denoted $p_t^j$, is given by

$$p_t^j = \Pr (Y_t^i = j)$$

$$= \Pr \left[ \begin{array}{l}
\varepsilon_{t1}^j < \frac{1}{\lambda} EU_{t1}^j \varepsilon_{t1}^j + \varepsilon_{t1}^i, \ldots, \varepsilon_{t1}^j < \frac{1}{\lambda} EU_{t1}^j \varepsilon_{t1}^j + \varepsilon_{t1}^j, \\
\varepsilon_{t1}^j < \frac{1}{\lambda} EU_{t1}^j \varepsilon_{t1}^j + \varepsilon_{t1}^i, \ldots, \varepsilon_{t1}^j < \frac{1}{\lambda} EU_{t1}^j \varepsilon_{t1}^j + \varepsilon_{t1}^j
\end{array} \right]$$

(5)

Let $f (\varepsilon_{t1}^j, \ldots, \varepsilon_{t1}^j)$ be the joint density function of $\varepsilon_{t1}^j$, and $F (\varepsilon_{t1}^j, \ldots, \varepsilon_{t1}^j)$ the associated cumulative distribution function. Then

$$p_t^j = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \cdots \int_{-\infty}^{\infty} f (\varepsilon_{t1}^j, \varepsilon_{t1}^j, \ldots, \varepsilon_{t1}^j) d\varepsilon_{t1}^j \ldots d\varepsilon_{t1}^j$$

(6)

$$= \int_{-\infty}^{\infty} F_j (\varepsilon_{t1}^j, \frac{1}{\lambda} EU_{t1}^j \varepsilon_{t1}^j + \varepsilon_{t1}^i, \ldots, \frac{1}{\lambda} EU_{t1}^j \varepsilon_{t1}^j + \varepsilon_{t1}^j) d\varepsilon_{t1}^j.$$  

(7)

It is often assumed that $\varepsilon_{t1}^j$ is distributed with a Type I extreme value function, which gives rise to the usual logistic form for the probabilities. This paper will diverge from the usual assumption about the distribution of the error term by assuming that $\varepsilon_{t1}^j$ is independently and identically distributed with standard normal distribution. The PDF and CDF associated with the standard normal will be denoted $\phi$ and $\Phi$ respectively. Given this distribution

$$p_t^j = \int_{-\infty}^{\infty} \phi (\varepsilon_{t1}^j) \left( \phi \left( \frac{1}{\lambda} EU_{t1}^j + \varepsilon_{t1}^i \right) \cdots \phi \left( \frac{1}{\lambda} EU_{t1}^j + \varepsilon_{t1}^j \right) \right) d\varepsilon_{t1}^j$$

(8)

$$= \int_{-\infty}^{\infty} \phi (\varepsilon_{t1}^j) \prod_{k \neq j} \phi \left( \frac{1}{\lambda} EU_{t1}^j + \varepsilon_{t1}^k \right) d\varepsilon_{t1}^j.$$  

(9)

Those familiar with Gauss–Hermite integration or with random effects probit/logit estimation (Butler and Moffitt, 1982) will notice that this is amenable to such an approximation technique. Using a change of variable, the above can be re-written as:

$$p_t^j = \int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi}} e^{-\frac{\varepsilon_{t1}^j^2}{2}} \prod_{k \neq j} \phi \left( \frac{1}{\lambda} EU_{t1}^j + \varepsilon_{t1}^k \right) d\varepsilon_{t1}^j$$

(10)

11 Clearly this requires weights at time 0, or priors, to get started. These priors will be estimated from the data, and they are constrained to be strictly positive.

12 Since utility will be treated simply as payoff, one can think of this as the amount subject $i$ gives herself in a proposal of type $j$. For estimation, these proposal types will be categories which cover an interval of amounts to the proposer; and thus they are approximated by using the average amount proposers were offering themselves in proposals of that type.

13 This means that the continuation value of the game is perceived to be the same regardless of the strategy which is used in the first place. Although this is probably incorrect, it seems to be a good first approximation. For instance, the fact that subjects do not change the way they vote across the experiment suggests that they do not use the information they get to change their estimate of the continuation value of the game.

14 The derivation below draws heavily on Hausman and Wise (1978).

15 The logistic form would give rise to the following probabilities $p_t^j = \exp (\frac{\bar{p}_{t1}^j}{1 + \exp (\bar{p}_{t1}^j)})$.

16 This is sometimes referred to as the independent normal as opposed to the more general multivariate normal distribution. Although the normal distribution is used in many applications, it has not been used in the estimation of learning models. There is no obvious reason why the logistic distribution is a more appropriate choice for this application, and thus showing how one would use the normal instead might prove useful to researchers who want to compare the two.
Thus, the variance–covariance of the error term – stacked by individuals – is a block diagonal matrix.\(^{20}\) \(\hat{V}(\theta)\) is asymptotically equivalent to \(V(\theta)\) if \(u_i\) is i.i.d. and is a consistent estimator of the variance if \(u_i\) is serially correlated with \(E(u_i'u) = \Omega\).

An alternative to using the above adjustment is to assume a certain form for the unobserved heterogeneity, construct the appropriate likelihood function, and maximize it. I adopt this procedure below, and show that it has a significant effect on the inferences one draws for the parameter estimates.\(^{21}\)

### 6. Simplifications

When discretizing the continuous proposal space it is inevitable that arbitrary decisions have to be made. However, the robustness of the results to these choices can, and will, be tested by comparing the results to sensible alternatives.\(^{22}\) The goal when choosing how to discretize is to choose a parsimonious representation that is meaningful. Indeed, each additional proposal type adds one parameter to be estimated, and could easily lead to overfitting. At the same time, there must be enough proposal types to capture the features of the data that are observed. One crucial aspect that will be exploited is the fact that patterns of play are virtually identical at the beginning of the experiment under both treatments. This suggests that subjects have similar priors when they begin playing. This observation, combined with the fact that both games have exactly the same proposal space, allows the priors of the learning model to be constrained so that they are the same in a meaningful way. The robustness of the results to these simplifications will be assessed by re-estimating the model under alternative simplifications (Section 8).

The simplifications are the following. First, the initial weight of each proposal type is the same for both the closed and open rules. In a section on robustness (Section 8) that follows the estimation, it will be shown that the main results are not affected if this restriction is relaxed.

Second, the original choices are \((x_{11}, x_{12}, x_{21}, x_{22}, x_{31})\) where \(x_{ij} \in [0, 1] \forall i, j, \sum_{j=1}^5 x_{ij} \leq 1\). \(x_{ij}\) is the share assigned by proposer \(i\) to player \(j\).\(^{23}\) What follows, superscripts are omitted for convenience. These proposed share allocations will be divided into nine basic proposal types in the following way. Since this paper is interested in the evolution of proposals that exclude a different number of subjects under each rule, there will be AE, ASZ, and ADZ proposal types. These are defined by the values of \(x_4\) and \(x_5\). Furthermore, conditional on the proposal being of the AE, ASZ, or ADZ types, there will be three cases: one where the proposed average share to coalition members is high, one where it is average, and one where it is low. These are defined by the values of \(x_3\) and \(x_4\) for ADZ proposals. It also includes \(x_4\) for ASZ proposals, and it includes all but \(x_1\) in the case of AE proposals. These are the two elements that the simplification of the proposal space tries to preserve: the number of subjects included and the generosity of the offer to those included. More specifically, a proposal is considered AE if \(x_4 < 0.12\), ASZ if \(x_5 < 0.12\) and \(x_4 > 0.12\), and ADZ if \(x_4 > 0.12\) and \(x_5 < 0.12\) and \(x_4 < 0.12\). To determine if a proposal is high, medium, or low, the average coalition share is computed, i.e., \(\frac{\sum_{i=1}^5 x_{ij}}{5}\).

---

\(^{20}\) This is, in fact, the sandwich estimator where the data from a given individual is treated as a super-observation.

\(^{21}\) Recent papers studying individual heterogeneity in the context of a different learning model (EWA) are Cabrera and García-Fontes (2000) and Wilcox (2006).

\(^{22}\) Discretization is used in virtually all studies of learning with continuous choice space. For work on estimation without discretization see Armantier (2004).

\(^{23}\) Proposals will always be presented with the highest share to the left and the lowest to the right.
is AE, \( \frac{x_1 + x_2 + x_3}{3} \) if a proposal is ASZ, and \( \frac{x_3}{2} \) if a proposal is ADZ.

The value of the observations for the 33\% and 66\% percentiles are obtained, and these determine the cut-offs for the three tiers. This is presented in Table 2. Let us consider a specific example to make this clearer. For ASZ, the average share offered to coalition members corresponding to the 33\% percentile is 0.227. Thus one proposal type will be all proposals where one person is excluded from the division of benefits, and the other three people included in the coalition receive an average share of 0.227 or less. Looking only at the average share offered is a clear simplification and could raise some concerns, but this does not seem to be much of a problem. Looking at the difference between the highest share and the lowest share offered to coalition members indicates that both the mode and median difference is zero. More specifically, 59\% of offers allocate exactly the same amount to all members included in the coalition (the difference between highest and lowest share is zero). The average is slightly above zero, more exactly 0.03, which represents about 75\% in round one. To increase confidence in the results, an alternative specification with a finer division of the proposal space is also estimated. Those results will be presented in the robustness section.

There is a third restriction also meant to reduce the number of parameters. Theoretically, belief based learning does not impose a restriction on the strengths, the sum of the weights on acceptance and rejection, of the beliefs across proposal types (we will denote the strength assigned to proposal type by subject at time \( t \) by \( s_{ij}^t \)). More specifically they do not have to be the same.\(^{24}\) However, they have been constrained to be equal for the first election to make the optimization problem more manageable.

As previously mentioned, the priors for both the open and closed rules are assumed to be the same. This simplification is motivated by the observation that patterns of play are nearly identical at the start of the experiment. Thus, throughout this paper, the main parameter of interest is \( \delta \) and to a lesser extent \( \lambda \). \( \delta \) defines the learning process: Cournot (\( \delta = 1 \)), fictitious play (\( \delta = 0 \)), or a mixture, while \( \lambda \) gives us a measure of how well subjects use the information available to them. In the present case \( \lambda \) for the closed and open rules should be comparable as the decision space and payoffs are the same under both rules.

### 7. Estimation results

Before examining the results, let us formulate the hypotheses of interest. Remember that the original hypothesis that learning might explain the data comes from the fact that for very similar proposals (of the ADZ type), subjects receive very different feedback under the two treatments. Under the closed rule, these are passed all the time, whereas under the open rule, they are amended half the time. Thus I will formulate and test two hypotheses, ranked in order of importance for parameter stability. First, I test if the same forgetting parameter can account for behavior in both treatments, that is:

\[ s^t_{ij} = w^t_{ij}(a) + w^t_{ij}(r) \neq w^t_{ik}(a) + w^t_{ik}(r) \text{ for } k \neq j \text{ and for any } t. \]

24 The complete results can be found in the Appendix. The estimates were obtained using the Matlab constrained optimization routine. Other programs that have been used to compute results reported in this paper are written by Mario J. Miranda and Paul L. Fackler as part of the COMPECON toolbox (http://www4.ncsu.edu/~pjackler/compecon/) and m-files written by James P. LeSage as part of the Econometrics toolbox (http://www.spatial-econometrics.com/). Other programs to perform hypothesis testing can be found at http://homepages.nyu.edu/~gf35/html/code.htm.

### Table 3

<table>
<thead>
<tr>
<th>Belief based learning</th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>( \delta ) closed</td>
<td>0.258 (0.043)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \delta ) open</td>
<td>0.151 (0.027)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \lambda ) closed</td>
<td>0.489 (0.060)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>( \lambda ) open</td>
<td>0.510 (0.088)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Log Lik. \(-1214.640\)

\( H_0 : \delta \) closed \( = \) \( \delta \) open. \( (H1) \)

\( H_0 : \delta \) closed \( = \) \( \delta \) open, \( \lambda \) closed \( = \) \( \lambda \) open. \( (H2) \)

Note that the \( \lambda \)'s cannot always be compared across games, but since the proposal space is constrained to be the same, they should be in this case. Let us now turn to the actual estimates. Table 3 presents the estimation results for the important parameters.\(^{25}\) First note that estimates of \( \lambda \) are very close. The \( \delta \)'s are further apart but still reasonably close with a difference of about ten percentage points. Second, the estimates of \( \delta \) are relatively low, implying a learning process close to fictitious play. Third, the adjustment to the variance-covariance has a significant impact: on average it increases the standard errors by an average factor between 1.5 and 2.0.

H1 and H2 are tested using Wald tests. In both cases, the null hypothesis cannot be rejected (\( p \)-values are 0.254 and 0.195 for H1 and H2 respectively). It is noteworthy however, that both H1 and H2 would have been rejected if it was not for the adjustment of the variance-covariance matrix. The \( p \)-values for these tests are less than 1% without the correction.

An additional hypothesis that is suggested by the low values of \( \delta \)'s is that the learning process observed is fictitious play. Let us
refer to this hypothesis as H3, that is:

\[ H_0 : \delta \text{ closed } = \delta \text{ open } = 0. \] (H3)

That hypothesis, however, is rejected.

Analysis of the results so far reveals some interesting conclusions. First, the use of a simple adaptive learning model can generate different paths of play under closed and open amendment rules that are consistent with what is observed in the experiment. Second, adjusting the variance–covariance matrix to account for the panel structure of the data affects the conclusions reached. Finally, in this experiment, once the panel structure of the data is taken into account, the hypothesis that a single model can account for the observed proposals cannot be rejected. Furthermore, that single model that best fits the data is very close to fictitious play.

8. Robustness of the results

One could worry that the results presented so far are driven by the specifics of the estimation approach chosen here. Prior studies of learning have sometimes used other estimation methods. For instance, it is somewhat common to assume uniform priors over the strategies (proposal types in this case).\(^{26}\) Others “burn-in” the priors using the frequency of play from the early part of the experiment.\(^{27}\) One could be concerned that the effects of \( AV (\theta) \) instead of \( V (\theta) \) are fragile to such estimation choices, or that estimates can change enough that results from hypothesis tests be affected. Table 4 reports estimates when priors are either burned-in or assumed uniform and the \( p \)-values for the hypothesis tests \( H_1, H_2 \) and \( H_3 \). When priors are burned-in, the frequency of play in the first two periods is used. Clearly the effect of using \( AV (\theta) \) instead of \( V (\theta) \) is unchanged, namely the standard errors are increased.\(^{28}\)

Once again the adjustment affects the results. Specifically, \( H_2 \) would be rejected if \( V (\theta) \) was used. Note however, that for the case of uniform priors, \( H_2 \) is rejected even when using \( AV (\theta) \). Also, the fact that the estimates are very similar to the ones reported in Table 3 suggests that the results are robust. For instance, the \( \delta \) parameters are still small and close in value but big enough to reject the hypothesis of fictitious play. Similarly, the \( \lambda \)’s are small and close in value. Consequently, we cannot reject the hypothesis that a unique learning model fits the evolution of play in both of these treatments, at least in terms of \( \delta \).

Other concerns about the robustness of the results might pertain to the validity of the simplifications. For instance, the specific proposal types might affect the results. That is, the division could be too coarse and miss some important features. To test this, the model is re-estimated with a division of the share offered in quartiles instead of tiers. This generates eleven proposal types and is described in Table 5.\(^{29}\) Another simplification which can cause concerns is that of equal priors for the same proposal types in the open and closed amendment rules. To test this, the model is re-estimated with different strengths and priors for each treatment. This also allows us to directly test the hypothesis of the equality of priors. Those results are reported in Table 6. For the case with different priors for each amendment rule, \( H_1, H_2, \) and \( H_3 \) are tested jointly with the equality of priors. Table 6 also reports the results of the test on the equality of priors by itself. Once again, using \( AV (\theta) \) instead of \( V (\theta) \) has a similar effect: standard errors are greater, and this affects the interpretation of the data. Clearly, the equality of priors cannot be rejected. It is also clear that changing the way the proposal types are categorized does not affect the qualitative results. As with the other estimates, a unique model to explain the data cannot be rejected at any conventional level. The only noticeable difference is that \( H_3 \) is not rejected at the 10% level when different priors are allowed, but this is mainly driven by the fact that here \( H_3 \) is tested jointly with the assumption of equal priors.

Hence, the results are robust to many alternative specifications. This is not to say that the estimates do not vary; the estimates of \( \lambda \), for instance, are much higher in the specification with 11 proposal types than in the others. What is meant rather is that in most cases, the conclusions of hypothesis tests are unaffected by the details of the specification. In all cases using \( AV (\theta) \) instead of \( V (\theta) \) increases the standard errors and affects some of the results of hypothesis tests. Overall, using the available data and the typical estimator for such learning models with adjusted variance–covariance matrix, it seems safe to say that a unique learning model is not rejected by the data, and that this model has low \( \delta \)’s, although not low enough to be exactly fictitious play. The low \( \delta \)’s simply that past outcomes, not just the most recent ones, affect beliefs.

9. An efficient estimator

The adjustment to the variance–covariance matrix discussed in this paper, although it provides for a consistent estimator of the variance–covariance matrix of the usual estimator, it does not generate efficient estimates. Hence, the observation that we can no longer reject the null hypothesis that the parameters are the same for the closed and open rules could be the result of not having an efficient estimator. In this section, a way to specify the problem which would account for within subject correlation and be amenable to estimation is proposed. This will clearly come at the cost of more restrictive assumptions on the data generating process.

Two of the simplifications we have made are to assume every subject has the same priors and that the strength (the sum of the weight on acceptance and rejection) is originally the same for every possible choice. Thus, the strength is the same for every choice and every subject before the game begins (remember that \( s^0_y = w_y^a + w_y^r \) and this mean \( s^0_y = s^0 \forall y \). Instead, we could allow the strength to vary across subjects at

---

\(^{26}\) See for instance Erev and Roth (1998).

\(^{27}\) See for instance Ho et al. (2002).

\(^{28}\) This is not very surprising as only negative correlation within cluster would lead to smaller standard errors.

\(^{29}\) The value of the 50th percentile observation is the same as the 75th percentile for the AE strategy. Hence, only one type is defined for these two quartiles.
Table 5

Coalition type | Average share offered to coalition members
--- | ---
| 1st quartile | 2nd quartile | 3rd quartile | 4th quartile |

AE | ≤ 0.180 (10) | (0.180–0.200) | > 0.200 (2) |
ASZ | ≤ 0.220 (7) | (0.220–0.240) | > 0.243 (2) |
ADZ | ≤ 0.260 (11) | (0.260–0.300) | > 0.243 (2) |

Numbers in parentheses are the percentage of play falling in each category.

Table 6

Summary of maximum likelihood estimates with unadjusted (in parentheses) and adjusted [in brackets] standard errors.

<table>
<thead>
<tr>
<th>Proposal types</th>
<th>Different priors across treatments</th>
</tr>
</thead>
<tbody>
<tr>
<td>δ closed</td>
<td>0.131 (0.029)</td>
</tr>
<tr>
<td>Equal priors</td>
<td>0.061 (0.046)</td>
</tr>
<tr>
<td>δ open</td>
<td>0.130 (0.014)</td>
</tr>
<tr>
<td>Equal priors</td>
<td>0.111 (0.025)</td>
</tr>
<tr>
<td>λ closed</td>
<td>0.969 (0.132)</td>
</tr>
<tr>
<td>Equal priors</td>
<td>0.422 (0.230)</td>
</tr>
<tr>
<td>λ open</td>
<td>0.790 (0.081)</td>
</tr>
<tr>
<td>Equal priors</td>
<td>0.431 (0.142)</td>
</tr>
</tbody>
</table>

Log lik. | −1251.946 (∆−1193.145)

For hypothesis tests unadjusted p-values are in parentheses and adjusted p-values in square brackets.

Table 7

Summary of maximum likelihood estimates with standard errors (in parentheses).

Belief based learning

\[
\text{Log Lik.} = -\frac{1}{2} \sum_{i=1}^{N} \int_{\mathbb{R}^+} \prod_{t=1}^{T} \left( \frac{1}{\sqrt{2\pi}} \frac{1}{\sigma_i} \exp \left( -\frac{(m_{t,i} - \mu_i)^2}{2\sigma_i^2} \right) \right) d\sigma_i^0
\]

where

\[
\text{Log Lik.} = -\frac{1}{2} \sum_{i=1}^{N} \int_{\mathbb{R}^+} \prod_{t=1}^{T} \left( \frac{1}{\sqrt{2\pi}} \frac{1}{\sigma_i} \exp \left( -\frac{(m_{t,i} - \mu_i)^2}{2\sigma_i^2} \right) \right) d\sigma_i^0
\]

Substituting for \( \sigma_i^0 = \exp(\sqrt{2\sigma_i + \mu_i}) \) results in an expression also amenable to a Gauss–Hermite integration as shown below (the \( \prod_{i=1}^{N} \) is ignored).

\[
\int_{\mathbb{R}^+} \prod_{t=1}^{T} \left( \frac{1}{\sqrt{2\pi}} \frac{1}{\sigma_i} \exp \left( -\frac{(m_{t,i} - \mu_i)^2}{2\sigma_i^2} \right) \right) d\sigma_i^0
\]

\[
\simeq \frac{1}{\sqrt{\pi}} \sum_{m=1}^{M} \sum_{t=1}^{T} \left( \frac{1}{\sqrt{2\pi}} \frac{1}{\sigma_i} \exp \left( -\frac{(m_{t,i} - \mu_i)^2}{2\sigma_i^2} \right) \right) d\sigma_i^0
\]

where as before \( w_m \) and \( a_m \) are the quadrature weights and quadrature abscissas. Taking the natural logarithm of (13) allows us to sum over the \( N \) subjects.

Table 7 presents the estimation results for the important parameters using the same proposal types as for the results presented in Table 3. The loglikelihood is substantially improved by allowing for random effects in the prior, and as a consequence, using a likelihood ratio test, we can firmly reject the hypothesis that there is no heterogeneity in priors.

Comparing these estimates of \( \delta \) and \( \lambda \) to those of Table 3 indicates that both \( \delta \)’s change slightly with a small increase in the
difference between the two. $\lambda$ changes more, and the difference between them increases significantly. For the four parameters of interest, the standard errors are greater than the unadjusted standard errors of Table 3 while three out of four parameters have smaller standard errors than the adjusted ones from Table 3. As for our main hypotheses H1 and H2: they can all be rejected. Similarly, H3 can be rejected.

Although improved efficiency is desirable, the impact of using this more efficient estimator is not clear in small samples. To illustrate the impact of small samples, a Monte Carlo experiment is performed. The simulated data is generated under the assumptions that the learning model is correctly specified (including the simplifications described in Section 6) and that the distributional assumptions on the error terms in the estimation are correct. Two simulated data sets are generated: one with the parameter values from the estimation with random effects (reported in Table 7), and one with the $\delta_{\text{closed}}$ and $\delta_{\text{open}}$ as well as the $\lambda_{\text{closed}}$ and $\lambda_{\text{open}}$ set equal to the mid-point between the values of those same estimates. The simulation results reported will rely on 1000 simulated experiments of the size of those conducted in the laboratory. Using those, the rate of Type I and Type II errors when testing H1 and H2 at the 5% level are computed for each estimator. The results of those simulations are reported in Table 8.31

The first observation is that adjusting the variance–covariance matrix has the expected effect and reduces the rate of Type I error. The second observation is that, as expected, the estimator with random effects improves the rate of Type II error. On the other hand, this comes at the cost of important increases in Type I error. Another observation is that the rates of Type I error are all higher than 5%. This can be substantially improved if the criterion for rejection is extended to require rejection also with alternative specifications of the priors, that is uniform and burn-in priors (as explored in Section 8). In that case, that is if the criterion for rejection is that the hypothesis must be rejected for all three specifications, the rates of Type I error fall to 0.04 and 0.16 for H1 and H2 respectively using the adjusted variance–covariance matrix (0.04 and 0.20 if one uses the unadjusted). However this comes at the expense of extremely high rates of Type II error: 0.94 and 0.77 for H1 and H2 respectively. One possibility would be to use a much more restrictive “nominal” significance level that yields an actual rate of type I error of 5%. However, for this particular simulation, this does not seem promising as one would need to use a “nominal” significance level much below 1% to achieve the desired rate of type I errors.

Clearly one should not attribute too much to the specific numbers from this one Monte Carlo experiment as the parameters would vary depending on the assumptions on the underlying parameter estimates. For instance, if $\delta'$s and $\lambda'$s were assumed to be further apart, the rate of Type I and Type II errors would improve. Nonetheless, they do highlight the trade-offs at stake and the limitations imposed by the sample size.

### 10. Discussion of the results

The overall evolution of proposals can be divided in three components. First, there is the fact that in election 1 proposals are similar under both amendment rules, and these involve mostly offerings for supermajorities (AE offers). Second, under the closed rule, proposals of the ADZ type become more and more common, and by the end they represent the majority of proposals. Third, under the open rule, there is a slight increase in the number of ASZ proposals, and there is definitely no gain in popularity of the ADZ kind of proposals. The fact that behavior in election 1 is almost identical under both amendment rules is reminiscent of results in bargaining with no or few repetitions. One such result is the near equal splits in Ultimatum game experiments. In the Ultimatum game, a subject proposes (roles are usually randomly assigned) to another a division of a certain amount of money. That subject can either accept or reject that offer, if he accepts, the division is implemented, otherwise, they both receive nothing. The subgame perfect Nash equilibrium of this game is for the proposer to offer (almost) nothing to the other subject, and for that subject to accept the offer. However, typical offers are in the 40% to 50% range, and offers of low positive shares are often rejected (see Roth (1995) for a review of the literature). Binmore et al. (1985) offer this explanation: “subjects, faced with a new problem, simply choose “equal division” as an “obvious” and “acceptable” compromise.”32 They go on to say “We suspect [...] that such considerations are easily displaced by calculations of strategic advantage, once players fully appreciate the structure of the game.”33 This is, to a certain extent, what is observed in this experiment. Namely, after starting with obvious offers in election 1, subjects learn the strategic interactions at play under each rule, and this leads them, at least under the closed rule, to make very different offers by the end. Others have argued that individuals “have difficulty incorporating the implications of the committee’s decision rule into their allocation decisions.”34 Messick et al. (1997) study a multiparty Ultimatum game (six subjects per group) where the proposal35 needs either to be accepted by one of the five responders or by all of the five responders. Subjects played the game only once. They find that offers are unaffected by the different rules.36 This is once again similar to the proposal behavior observed in election 1. This view suggests that as they repeat the experiment, subjects are learning, or understanding, the rules of the game through the feedback they obtain. Given the nature of the games, they obtain very different feedback, and this is why they make different proposals under both treatments at the end of the fifteen elections.

One question that arises then is whether a learning model can account for such evolution, and simply because of the variations in feedback, would the two rules lead to different paths of play. The question of parameter stability has received much attention recently in the learning literature. As pointed out by Erev and Haruvy (2001, 2005), statistical evidence at least dating back

---

31 The results of the simulations seem fairly stable, even after only 200 repetitions, the results are very similar to what is reported in Table 8. For instance, results after 200 simulated experiments for the estimator without random effects are the following: Type I error rates for H1 are 0.29/0.21 (unadjusted/adjusted), and 0.41/0.34 for H2; Type II error rates for H1 are 0.60/0.72 and 0.52/0.52 for H2. The differences between those numbers and the ones reported in Table 8 do not have an important effect on how the results would be interpreted.

34 Messick et al. (1997), p. 87.
35 They had two treatments, one where proposals need to allocate the same amount to everyone but to the proposer himself and one where there was no such restriction.
36 In the treatments where proposals to others do not have to be the same, they do find a statistically significant effect of the rules, but it is very small in size. Thus they claim “Neither study managed to produce differences in allocation decisions.”p.97.
to Stahl (1996) suggest that parameters cannot be pooled across games. In the case of this experiment, we show that correcting the variance–covariance to account for the panel structure of the data affects the conclusions one would reach about parameter stability. However, when we account directly for this by allowing heterogeneity in priors, both hypotheses can be rejected. This suggests that to account for the evolution of play in this experiment, a different model for each treatment is needed, or in other words, that the different feedbacks are not, in themselves, enough to generate the different evolution of play.

11. Conclusion

Experiments on multilateral bargaining with open and closed amendment rules show that play under the two treatments began with similar choices but evolved into strikingly different types of choices over time. This clearly suggests adaptive behavior on the part of subjects. This view is confirmed by the fitting of a simple belief based learning model to the data. Furthermore, it is shown that if the variance–covariance matrix is appropriately adjusted, the hypothesis that the results from the two different games can be explained by a unified learning model, a model with the same key parameters, cannot be rejected. Such learning, although it lies somewhere between Cournot and Fictitious play, is very close to the latter. However, if the problem is tackled more directly by allowing different subjects to have different priors, then the hypothesis of a unique learning model can be rejected.

More generally, this paper has confirmed what has now been shown repeatedly, namely that learning models can help explain experimental data and data on bargaining experiments in particular. However, when performing hypothesis tests, one needs to account for the fact that such data involves repeated measures for the same individuals. A way to perform such adjustments is suggested. One drawback of such an adjustment, which is demonstrated using simulations, is a decrease in power when performing hypothesis tests. This result extends to other applications where these types of adjustments, sometimes referred to as clustering, are performed.

Another solution which accounts for the source of this problem more directly, i.e., different priors, is also proposed. Although it is more efficient if correct, it is less robust than the first approach described in the paper, namely adjusting to the variance–covariance matrix. For this particular application, it is also shown that the efficient estimator results in high rates of Type I error due to the relatively small sample size typical of experimental data sets.

From a broader point of view, these results suggest that the previously observed variability in parameters might be overstated. Nonetheless, in the end, we also reject the hypothesis of a single learning model. One of the key disappointments of learning models thus far has been that every game seems to require different parameter values, even for similar games. If learning models capture something about how individuals adapt to their environment and the feedback they get from their actions, then one should not need to rely on different parameter values for very similar games. This suggests at least two explanations. Either the two games are more different then they appear on the surface, or the model is not appropriately specified in terms of the “true” underlying structural parameters. For instance, it may be that δ and λ should be functions that depend on the variance in the feedback subjects receive. Attempts in that direction have been made, for instance, by Ho et al. (2002).
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Table 11
Maximum likelihood estimates of the priors.

<table>
<thead>
<tr>
<th>Different priors across treatments</th>
<th>Closed</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td>Strength</td>
<td>23.056</td>
<td>10.563</td>
</tr>
<tr>
<td></td>
<td>[23.312]</td>
<td>[12.566]</td>
</tr>
<tr>
<td>PT 1</td>
<td>5.639</td>
<td>3.684</td>
</tr>
<tr>
<td></td>
<td>[6.543]</td>
<td>[6.067]</td>
</tr>
<tr>
<td>PT 2</td>
<td>15.103</td>
<td>7.326</td>
</tr>
<tr>
<td></td>
<td>[17.178]</td>
<td>[8.090]</td>
</tr>
<tr>
<td>PT 3</td>
<td>0.807</td>
<td>1.164</td>
</tr>
<tr>
<td></td>
<td>[6.668]</td>
<td>[11.937]</td>
</tr>
<tr>
<td>PT 4</td>
<td>5.724</td>
<td>3.405</td>
</tr>
<tr>
<td></td>
<td>[6.949]</td>
<td>[15.816]</td>
</tr>
<tr>
<td>PT 5</td>
<td>0.000</td>
<td>3.929</td>
</tr>
<tr>
<td></td>
<td>[0.316]</td>
<td>[3.561]</td>
</tr>
<tr>
<td>PT 6</td>
<td>0.000</td>
<td>3.892</td>
</tr>
<tr>
<td></td>
<td>[1.358]</td>
<td>[6.738]</td>
</tr>
<tr>
<td>PT 7</td>
<td>7.579</td>
<td>1.000</td>
</tr>
<tr>
<td></td>
<td>[10.316]</td>
<td>[4.508]</td>
</tr>
<tr>
<td>PT 8</td>
<td>3.113</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>[4.375]</td>
<td>[4.181]</td>
</tr>
<tr>
<td>PT 9</td>
<td>5.114</td>
<td>0.800</td>
</tr>
<tr>
<td></td>
<td>[6.104]</td>
<td>[4.450]</td>
</tr>
</tbody>
</table>

PT stands for proposal type.

Adjusted standard errors in square brackets.

This Table completes the results reported in Table 6.

Table 12
Maximum likelihood estimates.

<table>
<thead>
<tr>
<th>Belief based learning with random effects</th>
<th>Closed</th>
<th>Open</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\delta$ closed</td>
<td>0.0269</td>
<td>(0.053)</td>
</tr>
<tr>
<td>$\delta$ open</td>
<td>0.160</td>
<td>(0.040)</td>
</tr>
<tr>
<td>$\lambda$ closed</td>
<td>0.498</td>
<td>(0.100)</td>
</tr>
<tr>
<td>$\lambda$ open</td>
<td>0.411</td>
<td>(0.127)</td>
</tr>
<tr>
<td>$\mu$</td>
<td>11.512</td>
<td>(5.870)</td>
</tr>
<tr>
<td>$\tau_{0}$</td>
<td>0.980</td>
<td>(1.886)</td>
</tr>
<tr>
<td>$\tau_{1}$</td>
<td>2.834</td>
<td>(1.349)</td>
</tr>
<tr>
<td>$w_{0}(0)$</td>
<td>3.909</td>
<td>(2.723)</td>
</tr>
<tr>
<td>$w_{0}(1)$</td>
<td>10.268</td>
<td>(3.943)</td>
</tr>
<tr>
<td>$w_{1}(0)$</td>
<td>0.000</td>
<td>(4.954)</td>
</tr>
<tr>
<td>$w_{1}(1)$</td>
<td>3.195</td>
<td>(2.567)</td>
</tr>
<tr>
<td>$w_{2}(0)$</td>
<td>3.653</td>
<td>(2.325)</td>
</tr>
<tr>
<td>$w_{2}(1)$</td>
<td>2.636</td>
<td>(3.006)</td>
</tr>
<tr>
<td>$w_{3}(0)$</td>
<td>2.919</td>
<td>(1.820)</td>
</tr>
<tr>
<td>$w_{3}(1)$</td>
<td>0.312</td>
<td>(2.748)</td>
</tr>
<tr>
<td>$w_{4}(0)$</td>
<td>1.679</td>
<td>(2.035)</td>
</tr>
</tbody>
</table>
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Appendix. Complete estimation results

see Tables 9–12
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